
Ž .Journal of Immunological Methods 216 1998 69]92

Computational models in immunological methods:
an historical review

Stephen J. Merrill

Department of Mathematics, Statistics and Computer Science, Marquette Unï ersity, Milwaukee, WI 53201-1881, USA

Abstract

The utilization of computational models in immunology dates from the birth of the science. From the description
of antibody]antigen binding to the structural models of receptors, models are utilized to bring fundamental
understandings of the processes together with laboratory measurements to uncover implications of these data. In this
review, an historical view of the role of computational models in the immunology laboratory is presented, and short
mathematical descriptions are given of fundamental assays. In addition, the range of current uses of models is
explored } especially as seen through papers which have appeared in the Journal of Immunological Methods from

Ž . Ž .volume 1 1971r1972 to volume 208 1997 . Each paper which introduced a new mathematical, statistical, or
computer simulation model, or introduced an enhancement to an instrument through a model in those volumes is
cited and the type of computational model noted. Q 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction

Immunology as a science is usually dated from
Metchnikoff’s paper on the relationship between

Žphagocytic cells and anthrax in 1884 see Silver-
.stein, 1989; Metchnikoff, 1893 . In response to

that proposed cellular role in immunity, studies
Žon the properties of blood serum the humoral

.alternative by Nuttall in 1888 demonstrated that
a substance in the blood, named ‘alexin’ by Buch-

Ž .ner later ‘complement’ by Ehrlich had the abil-
ity to kill some microorganisms. As the humoral
branch of the immune response was elucidated,

identification of specific antibodies and their
properties quickly followed. The precipitin reac-
tion by Kraus in 1897, bacterial agglutination by
Gruber and Durham in 1896, and the titration of
anti-diphtheria antibodies and diphtheria toxin by
Ehrlich also in 1897, began the science of im-

Ž .munochemistry Arrhenius, 1907 and also initi-
ated a quantitative aspect to immunology } mov-
ing the science for the first time beyond the
description of phenomena. That is, immunology
began to move from a collection of somewhat
unrelated observations in vivo and in vitro, to in
vitro demonstrations of these phenomena using
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well-defined laboratory procedures and assays.
The standardization and reproducibility of the
phenomena through these procedures provided
the proper stage for experiments and theoretical
discussions as to mechanism. It is easier to ex-
plain what happens in a reproducible controlled
in vitro assay than to attempt to understand the
nature of a similar phenomena in an intact ani-
mal. Computational models in immunology first
arose from these humoral roots in the descrip-
tions of complement fixation and antibody]anti-

Ž .gen interactions Bell and Perelson, 1978 .
The phrase ‘computational model’ does not

have a simple definition. ‘Model’ of necessity
implies a simplification of the system under study,
while ‘computational’ entails the use of some

Žform of quantitative technique sometimes sev-
.eral of them to deduce information relating to

the system. For instance, in a particular setting
mathematical and statistical ideas could be used
to create a computer simulation. However, a com-
putational model is more than a presentation of
data gathered through graphs and tables, and

Žmore than descriptive statistical quantities e.g.
.mean and S.D. computed from the data. The use

of a computational model involves an attempt to
use both data gathered, and assumptions and
knowledge of the system under study to infer
additional information regarding the system. For
instance, a computer simulation could be used to
show that the data gathered is consistent or in-
consistent with a particular hypothesis. The impli-
cations arising from the data and assumptions are
‘predictions’ made by the model. If the assump-
tions are true and the model was carefully con-
structed, the predictions should be eventually
observed. These predictions are a natural way in
which new experiments are suggested as part of
the scientific method. Note that verifying the pre-
dictions does not prove that the assumptions are
true, only that they may not be inconsistent with
observations.

In the study of a complex system, such as the
immune system, models are essential in the test-
ing of competing hypotheses. Due to the complex-
ity of such a system, implications of a collection

Ž .of hypotheses or even their internal consistency
cannot be readily determined. Any model, how-

ever, is a simplification of the system under study,
and that simplification, along with the logic of
mathematics and statistics, allows the exploration
of this simplified system to discover the nature of
the implications of the hypotheses and assump-
tions on which the model is based. Furthermore,
being able to construct a computational model
based on a collection of hypotheses establishes
the consistency and completeness of the hypothe-
ses, meaning that there are no internal contradic-
tions, and that these assumptions are at least
sufficient to specify a simplified version of the
system.

The simplifications involved in the modeling
process make the applicability of a particular
model to a system often a matter of contention. A
system does not have a single model that ‘de-
scribes’ it, much as the fact that no two painters
will paint the same scene in the same way. To
evaluate a model critically, the assumptions and
the purpose of the model need to be examined, as
well as the reasonableness of the results obtained
from applying the model.

A computational model describes the relation-
ships between elements of a system which can be
quantified or coded for in some way. These ele-

Žments are most often numerical as with antibody
.concentrations , but also could be lines connect-

Ž .ing dots a graph as seen in descriptions of the
precipitin reaction, strings of letters as in libraries
of DNA fragments or primary structures of pro-
teins, or images constructed through an imaging
system. The elements of a system as they appear
in a model of that system are simplified, less
complicated representations or abstraction of the
true objects, much as a cartoon figure represents
a human. A computational model consists of these
simplified elements and the specification of the
relationships between the elements. These rela-
tionships may be based on theoretical considera-
tions or empirical findings. These relationships
are described through equations of various types,
transition rules which describe which transitions
are allowable and the probabilities of these tran-
sitions, relationships in a database, and other
ways. The decision as to which elements of the
system need to be described in a model, and the
mathematical nature of the relationships are de-
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termined by the training and experience of the
modelers, and their knowledge of the system.

There has been an increasing use of computer
software, both on a desktop and imbedded within
instruments, for data analysis, storage, and dis-
play. Often the use of computational models on

Žwhich the software is based and the assumptions
.and simplifications that use implies is not appar-

ent to the user of these systems. It is hoped that
through these examples and references, an in-
creased awareness of the role and implications of
the use of computational models in immunologi-
cal methods will result.

After two short historical examples, brief dis-
cussions of the main areas for the use of compu-
tational models as seen through papers that have
appeared in the Journal from volume 1 number 1
Ž . Ž .1971 to volume 208 number 2 1997 are given.
Although an attempt was made to find all papers

Ž .which fit the criteria of the use of a new compu-
tational model as an integral part of the paper,
there are certain to be some omissions. Approxi-
mately one in 50 papers in the Journal over that
period of over 7100 published fit the criteria used.
These papers were grouped, sometimes with dif-
ficulty, into categories to further indicate the wide
range of computational tools employed and to
indicate how certain approaches tended to be
used for particular methods. The author wishes to
apologize to authors both for omissions of papers
of note, and of commission for the immunological
and computational classifications given. The com-
plete text of this paper is available from the
Journal web site, Computational Models in the
Immunology section. Each of the references from
the Journal has a hypertext link to its abstract.

2. Historical examples

2.1. Complement fixation

Ž .Leschly 1914 demonstrated the empirical re-
Ž .lationship that the fraction y of the total of

coated red cell lysed, hemolysis, as a function of
Ž . Ž .complement serum added x followed a sig-

Ž .moidal S-shaped curve as in Fig. 1. Transforma-
tions of the data which generate such a curve
often suggest functional forms for these curves }

usually by determining which transformations
produce linearity in plots of the transformed data.

Ž .In this case, von Krough 1916 showed that the
logarithm of the amount of complement added
w Ž .xlog x is plotted vs. the logarithm of the fraction
of cells lysed over the fraction non-lysed

w Ž .xlog yr1yy

yields a straight line in those two transformed
variables, giving the slope and intercept the names

Ž . Ž1rn and log K , respectively names being sug-
.gested through a proposed mechanism ,

1 yŽ . Ž . Ž .log x s log K q log . 1ž /ž /n 1yy

Using the properties of the logarithm, this rela-
tionship can also be written as

1rny Ž .xsK 2ž /1yy

Ž .The slope and the intercept in Eq. 1 are
parameters determined by the line giving the best

Ž .least squares fit linear regression through the
transformed data in Fig. 2.

The presence of the parameters in the functio-
Ž .nal form for the relationship in Eq. 2 is impor-

tant for two reasons: First, the values of the
parameters determined by the fit allow a formal
characterization of a data set. In comparing two
sets of data, one may have a ‘larger K ’, for

Fig. 1. Typical sigmoidal curve.
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Fig. 2. Linearity of the sigmoidal data in Fig. 1 after the von
Krough transformation.

instance. Secondly, the functional form may also
suggest a mechanism for the lytic event. In the
case of complemented-mediated lysis, fitting the
sigmoidal curve lead eventually to a one-hit the-

Žory of hemolysis Mayer, 1961; Rapp and Borsos,
.1970 . A modern use can be seen in Bengali et al.

Ž .1980 .
Dealing with sigmoidal curves is a standard

exercise in many assay systems. Most methods
attempt to discover a transformation which will

Ž .result in near linearity as above. Two of the
most used are probit and logit. There are compre-
hensive monographs dedicated to each, Finney
Ž . Ž .1971 for probit analysis, and Ashton 1972 , for
logit, for example. These and other transforma-

Ž .tions are discussed in Govindarajulu 1988 . A
generalization of this approach are general linear

Ž .models GLM , which are extensions of the idea
Ž .of linear regression Liao, 1994 . A recent review

of estimating the relative potency of vaccines by
Ž .Siev 1997 represents an example of using GLM

in this setting.
The logit transformation assumes a logistic form

for the sigmoidal curve,

1 Ž .ys , 3yŽ aqb x .1qe

for some choice of the parameters a and b. The
Ž .logit transformation Berkson, 1944 is

yŽ .logit y s log ,e 1yy

which is a linear function of x,

yŽ .logit y s log saqb x .e 1yy

when the data has this logistic form. A plot of a
Ž .typical logistic sigmoidal function and logit y are

given in Fig. 3a,b.
Ž .The probit transformation Bliss, 1934 uses the

Ž . Ž .cumulative distribution function CDF of the
normal distribution with a mean of 5 and S.D.s1
to transform sigmoidal data which may be the
CDF of a normal distribution with unknown mean
m and S.D. s . The relationship between the CDF
used by probit and that of the familiar ‘z ’ scores
Ž .which have a mean of 0 is that five is added to z
to get a probit, insuring that the probit is positive.
As no closed functional form for the normal

Ž .Fig. 3. a Typical logistic sigmoidal function. Here as0.4
Ž . Ž .and bs2. b A graph of logit y vs. y.
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distribution function is available, a computational
procedure or special graph paper is used to per-
form the transformation. As with the logit, if the
data does appear to be the graph of the CDF of a

Ž .normal distribution, then probit y is a linear
function of x,

Ž .probit y saqb x ,

Ž .where a s 5 y mrs and b s 1rs . These
parameters are determined by linear regression.

Ž .If the plot of probit y vs. x is not a straight line,
the data is not the CDF of a normal distribution.

Ž . Ž .Fig. 4. a ysF x a typical sygmoidal curve before the
Žprobit transfromation The CDF for a normal distribution

. Ž .which has a mean of 2 and S.D.s1 . b The function,
Ž . y1 Ž . Ž .probit y sF y q5, where F z is the CDF for the stan-

Ž .dard normal distribution z-scores .

A plot of a typical sigmoidal function of this type
Ž .and probit y are presented in Fig. 4a,b.

The use of probit in the setting of immunologi-
cal methods, and software to make the calcula-
tion of the transformation and the regression

Ž .more automatic can be seen in Smith et al. 1977 ,
Ž . Ž .Sette et al. 1986 , Wallis 1991 , and Bailey et al.

Ž .1992 . Logit has been used in Kobayashi et al.
Ž . Ž . Ž .1978 . Fey 1981 and Reif and Robinson 1975
also addresses the problem of fitting sigmoidal

Ž .curves. See also two papers by Stein et al. 1977
Ž .and Alvord and Rossio 1993 involving bioassay,

in which these same problems arise.

2.2. The precipitation reaction

The interaction of some antigens and antisera
raised against that antigen can result in a precipi-
tate, first observed in 1897 with culture filtrates
from the plague bacilli. The understanding of the
nature of the reaction, particularly the observa-
tion that when the antigen and antibody are in
‘equivalence’, the largest amount of precipitate

Ž .results Fig. 5 , turned out to be a difficult theo-
Ž .retical problem reviewed in Wells, 1925 as even

the chemical nature of the interaction of antigens
and antibodies was not established at that time.
Quantitative studies by Heidelberger which lead
to the use of the chemical law of mass action
ŽHeidelberger and Kendall, 1935; Heidelberger,

. Ž .1939 and the lattice model of Marrack 1934
established that the antibody molecule was at
least bivalent by showing that the mole ratio of
the precipitate can change as antigen is added.
Their work gave quantitative and geometric inter-
pretations for the features of the data.

In the case of Heidelberger’s approach, the
parameters resulting from the model description
have had lasting meaning. For a small monova-
lent ligand, L, let S be a representative antibody
binding site which could bind to the ligand. Con-
sider the reversible reaction

k1
SqL ¡ SL

ky1

Using the law of mass action, a differential
equation which describes the rate of change of
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Ž . wFig. 5. Drawn from data from Heidelberger and Kendall 1935 , illustrating the relationship between an antigen added in this case
Ž .xalum-precipitated crystallized chicken ovalbumin EAc and precipitate. The amount of antibody present is the same in each trial.

The tubes corresponding to small amounts of added antigen were shown to contain unprecipitated antibody and little unprecipi-
Ž .tated antigen antibody in excess while those tubes with larger amounts of added antigen contained little unprecipitated antibody

Ž .and increasing amounts of unprecipitated antigen antigen excess . The middle region, which corresponds to the largest amount of
precipitate is the ‘equivalence’ zone.

the concentration of the SL complex over time in
a well-mixed compartment of ligands and binding
sites is

w xd SL w x w x w xsk S L yk SL ,1 y1d t

w xwhere S is the free antibody binding site con-
w x Ž .centration, L is the free unbound ligand con-

w xcentration, and SL is the concentration of the
complex. Assuming that this reaction reaches
equilibrium rapidly, after negligible time the dif-
ference on the right hand side is zero, and a ratio
of the reaction rates can be computed,

w xk SL1 Ž .s . 4w x w xk S Ly1

This ratio, usually assigned the letter K, is the
intrinsic association constant or the intrinsic affinity
of a binding site for the ligand. This is the sim-
plest interaction possible. If the ligand is not
small, interference with other binding sites on a
single antibody molecule can result. In addition,
the number of antibody binding sites on a single

Žmolecule } the valence } circulating IgM vs.
.IgG, for instance also changes the ‘observed’

affinity, the avidity. A complete discussion of anti-
body]antigen reactions and their dynamics can

Ž .be found in Fazekas de St. Groth 1979 and
Ž .Steward and Steensgaard 1983 . A concise pre-

Ž .sentation can be found in Eisen 1980 .
For multivalent ligands, the reaction can

proceed further, as the SL complex can combine
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with additional antibody binding sites, ligands,
and complexes, leading in some cases to the in-
soluble precipitate } the precipitin reaction. If
the antigen is on a bacterial cell wall or a red
blood cell, agglutination can result. If the antibody
is on a surface, as an antibody receptor on a B

Žlymphocyte or IgE bound to an Fc receptor on a
.mast cell , the interaction of an antibody and

Ž .antigen or allergen results in cross-linking, lead-
Žing to patching and possibly stimulation or his-

.tamine release . These aspects have a large litera-
Ž . Ž .ture } Bell 1974 , DeLisi 1976 and Bell and

Ž .Perelson 1978 serve as an introduction. A recent
paper which illustrates the interaction between
the curves which reflect binding as a function of
an antigen dose and theoretical models can be

Ž .found in Sulzer and Perelson 1997 . An interest-
ing liposome-based immunoassay where the dis-
tribution of valences was studied is found in Waite

Ž .and Chang 1988 .
The literature of the use of computational

models in describing aspects of the immune re-
sponse in vivo and in theoretical immunology is
large, represented by the reviews, monographs,

Žand proceedings Bell et al., 1978; Bruni et al.,
1979; Merrill, 1980; Marchuk and Belykh, 1982;
Marchuk, 1983; Hoffmann and Hraba, 1986;

.Perelson, 1988, 1992; Prikrylova et al., 1992 .
These efforts will not be discussed here, concen-
trating instead on the role of computational mod-
els in the laboratory. Also, the statistical analysis
of immunological data generally follows standard
biostatistical texts. One review of some useful
statistical techniques specific for immunology can

Ž .be found in Piazza 1979 .

3. Modern contributions of computational models
to immunological methods

In this section, areas of immunological meth-
ods in which computational models have and are
playing a role are briefly discussed.

( )3.1. Qualtity affinity of an antibody

The antibody involved in a binding reaction
with ligand, as in the precipitin reaction discus-

sion above, the affinity can be determined through
Ž .a graphical process. Starting with Eq. 4

w xk SL1 sKs ,w x w xk S Ly1

dividing both numerator and denominator by the
total antibody concentration

w xSL
w xAb r 1 r Ž .Ks s s 5ž /w x ny r cŽ .S ny r cw xLž /w xAb

Žw x.where c is the free ligand concentration L , r
is number of ligand molecules bound per anti-

Žbody molecule when the free ligand concentra-
. Žtion is c , and n is the antibody valence and thus

ny r is the number of available antibody binding
.sites per antibody molecule . Note that r depends

Ž . Ž .or is a function of c. Multiplying through Eq. 5
by ny r, one obtains the Scatchard equation
Ž .Scatchard, 1949 ,

r Ž .sKnyKr . 6c

Plotting rrc vs. r should result in a straight
line of slope yK. This result requires that all
antibody binding sites are identical and they are

Žindependent binding one site on a molecule does
not affect the binding at another site on the same

.molecule . The average affinity, K , is the re-0
ciprocal of the free ligand concentration, c, which

Žresults in an r value which is nr2 half of the
.antibody sites occupied . The use of the Scatchard

Ž .plot is illustrated in Porstmann et al. 1984 . Other
Ž .rearrangements of Eq. 5 are also used to com-

pute these parameters. The most important is the
Langmuir plot, 1rr vs. 1rc, where the slope of
the line is 1rnK and intercept 1rn. Each trans-
formation, mathematically, results in the same
result, however, statistical properties of the trans-
formed data often make one transformation a
better choice for linear regression. A derivation
of a similar nature using an enzyme]kinetic ap-

Ž .proach is found in Hoylaerts et al. 1990 . Fjeld
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Ž .and Skretting 1992 discuss simultaneous compu-
tation of the kinetic parameters. Cumme et al.
Ž .1990 discuss computations in the case of mono-

Žclonal antibodies to enzymes see also Strike et
al., 1979; Jacobsen et al., 1982; Pellequer and Van

.Regenmortel, 1993 .
The recognition that the Scatchard plot is often

Ž .not linear e.g. Eisen, 1980 , suggests that the
antibody is generally a heterogeneous mixture
with respect to its affinity, unless it is an monoclo-
nal antibody. The heterogeneity of the mixture
can be quantified through the use of a parametric
expression for the affinity distribution. A common
approach to the determination of the nature of
parameters which characterize antibody hetero-

Žgeneity is through the Sips distribution Sips,
.1948 . This distribution depends on specifying two

parameters, K and a . The parameter K is the0 0
Ž .average affinity the median of the distribution

while a , with values between 0 and 1, determines
Ž .the S.D. of the distribution Bruni et al., 1976 ,

21ya
ssp .( 23a

If a pool of an antibody was distributed as a
Sips distribution, for a near 1, the antibody is
nearly homogeneous, while a near 0 gives a very
broad distribution. The functional form for the

Ž .Sips distribution is Bruni et al., 1976

1Ž .p K s 2p K

Ž .sin pa
= .Ž Ž Ž . Ž ... Ž .cosh a ln K y ln K qcos pa0

The distribution is approximately symmetric,
with a peak at K and a very narrow spike near 00
as illustrated in Fig. 6a for a near 1. As a
decreases, the spike near 0 grows until the dis-
tribution becomes a decreasing function of K as
illustrated in Fig. 6b.

The Sips approach is made attractive by the
existence of an easy test for the appropriateness
of the assumption, and the computation of the

Ž . Ž .parameters. If the plot log r r ny r is plotted
Ž .vs. log c , and the affinity distribution is a Sips

Ž .Fig. 6. a A typical Sips distribution with a near 1. For this
5 Ž .plot, K s10 and as0.9. b A typical Sips distribution with0

small a . Here K s105 and as0.6.0

Ž .distribution, then the plot the Sips plot will be
linear with slope a ,

r Ž . Ž .log s intercept qa log c . 7ž /ny r

Moreover, the intercept can be computed when
the free ligand concentration c is chosen to result

Ž .in rsnr2. Then Eq. 7 becomes

r nr2 Ž .log s log s log 1 s0ž / ž /ny r Ž .ny nr2

Ž .s intercept qa log c ,

Ž . Ž .or intercept sya log c sa log K where K is0 0
the average affinity above. As a result, through
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the process of linear regression, a fit to a Sips
distribution can be quickly made, with the hetero-
geneity and the average affinity natural parame-
ters.

If the Sips plot is not linear, as is often the
case, other methods are necessary to determine
the affinity distribution. A method that results in

Ža four parameter distribution which is generally
. Ž .bimodal is presented in Bruni et al. 1976 . Such

a parametric approach is desired if one is describ-
ing the evolution of affinities in a primary hu-
moral response. If the problem is a static one, a
non-parametric approach is usually preferred,

Ž .such as in Yuryev 1991 in documentation which
accompanies his software. Also note two simula-

Ž .tion studies Chiecchio et al. 1992 and McGuin-
Ž . Ž .ness et al. 1997 and Underwood 1985 .

3.2. Agglutination and hemagglutination

Adding an appropriate antibody can cross-link
antigens on cell surfaces or bacterial cell walls.
The clumping which results is called agglutina-
tion. The reaction is used to identify bacteria,

Žblood cell types, isotypes of an antibody Aubert
.et al., 1995 and to quantify an antibody in sera

Ž .Ambrose and Donner, 1973 , through measuring
the degree of agglutination corresponding to a
serial dilution of an antibody. Hemagglutination
is the name given to the reaction when red blood
cells are the target of agglutination. A variation
of the assay, agglutination inhibition, is used to
measure hormones, with an idea of inhibition of

Ž .the agglutination by adding hormone from sera
not bound to red cells. See the discussion on
radioimmunoassays for a similar approach. A sta-
tistical procedure for these tests can be found in

Ž .Schuurs et al. 1972 .

3.3. Immunoassays } quantification of antibodies
or ligands

Immunoassays are a special case of assays in-
volving the binding of two substances } one that

Ž .is to be quantified or detected the analyte , and
the other substance one that specifically binds the
substance of interest. In immunoassay, one of the
substances will be an antibody. The specific type

of immunoassay is dictated by the goal of the
assay and the manner in which the results are
obtained. A concise description of the many ap-

Žproaches to immunoassays and how they are
. Ž .named can be found in Ekins 1992 .

If the binding can be directly observed as a
precipitate, the analyte can be directly quantified
through gel precipitation methods, such as double
immunodiffusion or through immunoelectro-
phoresis. Sensitivity of an assay can often be
increased through labels or indicators. These in-

Ž .clude red cells with an antigen on the surface
with agglutination of the cells if an antibody to

Žthe antigen is present, radiolabels e.g. radioim-
Žmunoassays, RIA; enzymes e.g. enzyme-linked
.immunsorbant assay, ELISA ; and fluorophors

Ž .e.g. fluoroimmunoassay, FIA . With each label
there are instances when the antibody or the

Žantigen is labeled, and special techniques and
.abbreviations for each. For the purpose of this

review, we start with a historical view.

3.4. The Farr assay

Ž .The Farr assay Farr, 1958 quantifies the anti-
body to a given antigen in sera through precipita-
tion of Ab]Ag complexes through the addition of
ammonium sulfate at high concentration. A ra-
dio-labeled antigen allows the quick determina-

Žtion of the proportion of the label and thus
.antigen in the precipitate. The method is often

employed in the measurement of anti-DNA anti-
Ž .body. The Ag-binding capacity ABC is de-

termined through serial dilution of the sera. The
result of the analysis usually reports the ABC as
the reciprocal of the serum dilution at which
some predetermined fraction, say 50%, of the
label is in the precipitate. The relationship
between ABC at a particular antigen concentra-
tion, and the actual titer and distribution of af-
finities requires a model. Moreover, errors in the
assay, with respect to the low importance of a low
affinity antibody in the index, and the exaggerated
importance of any high-affinity antibody makes it
necessary that any results be carefully examined
ŽKim et al., 1975; Aarden et al., 1976; Koch and

.Oratore, 1978 .
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3.5. Radioimmunoassays

Radioimmunoassays date from Yalow and
Ž .Berson 1960 who designed the method to study

the fate of insulin in diabetics. They found that
diabetics had anti-insulin antibodies which af-
fected the ability of the insulin from ever leaving
the capillaries. This was discovered after injecting
radiolabeled insulin in individual patients. This
‘accidental’ finding led to the in vitro assay
through utilizing the competitive inhibition by
unlabeled ligand for the binding of labeled ligand
with an antibody. The method can be used to
measure the concentration of any ligand for which

Ža specific antibody is available primarily hor-
.mones . To a fixed concentration of the specific

antibody and radiolabeled ligand, several differ-
ent concentrations of unlabeled ligand are added.
With each concentration of unlabeled ligand
added, the ratio of bound labeled to free labeled
ligand is determined } several methods being
available. A calibration curve consisting of a plot
of the ratio of bound-labeled to free-labeled lig-
and vs. the concentration of unlabeled ligand
added is thus constructed. To an unknown con-
centration of the ligand, the antibody and labeled
ligand is added and the above ratio computed.
Using the calibration curve, the unknown ligand
concentration is determined.

Modeling aspects enter this class of assays in a
number of different ways. The simplest is in the

Ždetermination of the calibration curve which is
.not linear and its use. The process is called

‘inverse non-linear regression’, and determination
of confidence intervals for the concentrations re-
quires care. An automated procedure is pre-

Ž .sented in Ventura et al. 1985 . Variations in the
procedure also permits the determination of af-

Ž .finities in Gaze et al. 1973 , Van Heyningen et al.
Ž . Ž .1983 , and Larsson and Axelsson 1991 .

The dynamics of the binding of the ligand to
the antibody, and its equilibrium behavior can be
determined. The rate of change of the concentra-

Ž .tion of the Ab-ligand complexes bound ligand
w x Uwith respect to time. Let Ab , L, L be the

concentrations of anti-ligand antibodies, un-
labeled ligands, and labeled ligands, respectively.
The first and third are constant throughout the

assay while several values of L will be used.
Then, assuming that the binding satisfies the law

Ž .of mass action the mixture is well-mixed and
that the kinetics of binding to the labeled and

Žunlabeled ligand are identical and the rate con-
.stants k and k are as before , then1 y1

w xd Ab; ligand Žw x w x.sk Ab y Ab; ligand1d t

=Ž ) w x.LqL y Ab; ligand

w x Ž .yk Ab; ligand 8y1

At equilibrium, the derivative is 0, and as a result,

Žw x Ž ..K Ab y bound ligand

Žw x w x.sK Ab y Ab; ligand
w xAb; ligands ) w xLqL y Ab; ligand

bound ligands free ligand

bound labeled ligand Ž .s 9free labeled ligand

The bound ligand concentration depends on
the quantity L of unlabeled ligand added, making

Ž .Eq. 9 an implicit relationship for the bound
ligand as a function of L. Using the quadratic
formula, this functional relationship can be speci-
fied. This relationship is plotted in Fig. 7 for a
particular values of Ab, LU , and K. This is the
radioimmunoassay calibration curve. The functio-
nal relationship and aspects of the plots can be
used to compute other quantities of interest. Ex-
amples of this work can be found in Niederer
Ž . Ž .1974 , Revoltella et al. 1974 , Van Munster et

Ž . Ž .al. 1978 , Muller 1980 , Stanley and Guilbert
Ž . Ž .1981 , Antoni and Mariani 1985 , Boscato et al.
Ž . Ž . Ž .1989 , Larsson 1997 , Massino et al. 1997 ,

Ž .Lovgren et al. 1997 , and O’Connor and Gosling¨
Ž .1997 .

3.6. Precipitation reaction in gels

Double immunodiffusion was developed to
quantify either an antibody or ligand through the

Žposition of precipitation bands region of equiva-
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Fig. 7. Typical calibration curve for a radioimmunoassay de-
Ž .termined by the relationship in Eq. 9 .

.lence in a gel. There are several methods and
variations, each involving wells or regions of anti-
body and ligand, sometimes several of them, with
the gel serving as the medium for the diffusion
outward from the wells. A concentration profile is
determined through a model of the diffusion of
each of the reactants through the gel, so that
knowing one initial concentration, and the posi-
tion of the precipitate, can determine the concen-
tration of the unknown concentration. An illus-
tration of the reaction of two reactants along with
their concentration profiles is given below in Fig.
8 for the case of estimating the antibody concen-
tration.

A variation of this technique, radial immunod-
Ž .iffusion RID computes concentration of an anti-

Ž .body or antigen by measuring the diameter of a
ring of precipitation formed from the interaction
between the substance of interest, and a gel-im-

Ž .mobilized antigen or antibody . The diameter
measurement permits the computation of the area
inside the ring which is functionally related to
concentration.

Utilizing electrophoresis to first separate com-
ponents of a mixture in a gel, then visualizing
precipitation bands corresponding to the compo-
nents through a process similar to double diffu-

Ž .sion with several specific antibodies is the basis
of immunoelectrophoresis. The reliable quantifi-
cation of the results has been reviewed in Axelsen

Ž .and Bock 1972 , with specific examples in
Ž . Ž .Birkmeyer et al. 1981 . In Chen et al. 1994 , a

simulation of the melting of DNA along with
temperature gradient electrophoresis is used.

3.7. Nephelometry

In nephelometry, estimation of antibody or
antigen concentrations is accomplished through
the use of the light-scattering properties of com-
plexes. It is a modification of the precipitin reac-
tion in that the measurements of increased scat-
tering due to complexes is done in the antibody
excess zone. Repeated measurements are made

Fig. 8. The estimation of antibody concentration through immunodiffusion.
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Ž .as the antigen or antibody is titrated } using a
calibration curve to estimate the concentration of

Ž .interest. Deverill and Reeves 1980 reviews ap-
plications of the measurement of turbidity in this
immunological setting. The basic mathematical
problem is that the relationship between absor-
bance and antigen concentration is non-linear
Ž .Foster and Ledue, 1986 . An example can be

Ž .found in Cambiaso et al. 1974 .

3.8. Immunofluorescence and fluorescent labeling of
cells

Antigens or antibodies can be given fluorescent
labels, with the objective generally being to local-
ize or quantify the binding of an antibody to
specific sites in tissues or on cells. The assay is an
immunofluorescence assay if a labeled antibody is
used and fluoroimmunoassay if an antigen is
labeled. In addition, cells are given fluorescent
labels by antibodies specific for distinguishing
markers before sorting these cells in a fluores-

Ž .cence activated cell sorter FACS . A similar
process for the fluorescent microscope is also
used to localize markers, their density, and dis-
tribution on cells of interest.

To measure the concentration of an antibody
in serum to a given antigen, often in frozen
sections or tissues, a fluorescein]conjugated anti-
Ig antibody with the ability to bind all antibodies
of interest is used in the immunofluorescence
assay. After incubation of the serum with the
tissue, gentle washing leaves antibodies which
binds to the tissue. Fluorescent-tagged anti-Ig is
added, binding to all bound antibodies. The level
of fluorescence observed is often proportional to
the quantity of the antibody which has bound to
the tissue. This is the ‘indirect’ procedure which
is more sensitive than the ‘direct’ procedure in
which all antibodies in the test sera is labeled. As
a quantitative assay, there are difficulties with the
indirect method as several labeled antibodies can
bind to a single antibody of interest, and as a
result, the amount of fluorescence in a sample
depends on several parameters. This, and related

Ž .problems are studied in Coleman et al. 1972 and
Ž .Jobbagy and Jobbagy 1972a,b . Quantitative as-´ ´

pects of the fluorescent labeling of cells for fluo-

rescent microscopy can be found in Dormer et al.
Ž . Ž .1981 , Pachmann and Killander 1976 , and Hes-

Ž .ford et al. 1987 . Aspects of fluorescent labeling
in flow cytometry is seen in the review of Rolland

Ž . Ž .et al. 1985 and in Bardsley et al. 1992 .

3.9. Enzyme immunoassay and ELISA

Ž .Enzyme immunoassay EIA was introduced in
Ž .by Engvall and Perlmann 1972 , for applications

where RIA would also be an option. This general
class of assays can involve the detection of an
antibody or an antigen of interest. The basic idea
is to bind an enzyme-conjugated anti-Ig to an
antigen]antibody complex. Adding the substrate
for the enzyme can produce a color change or
fluorescence in the product which is easily quanti-
fied } the magnitude of the color change or the
fluorescence is related to the amount of the com-
plexes present, although difficulties can be pre-

Žsent in interpretation reviewed in Pick and Mizel,
1981; Stemshorn et al., 1983; Beatty et al., 1987;
Francois-Gerard et al., 1988; Ehle et al., 1989;

.Pesce and Michael, 1992; Herraez, 1993 . En-
Ž .zyme-linked immunosorbent assays ELISA

refers to the assay involving a solid-phase antigen.
As this assay is often done in microtiter plates,
much of the work involving computational models
involves the methodology in dealing with the data
in that form, and with enhancements to this assay
Že.g. Canellas and Karu, 1981; Richardson et al.,
1983; Slezak et al., 1983; Caulfield and Shaffer,
1984; Franco et al., 1984; Slade et al., 1986; Zrein
et al., 1986; Mixter et al., 1986; Karpinski et al.,
1987; La Belle, 1987; Gigase et al., 1988; Huet et
al., 1990; Raghava, 1992; Glaser, 1993a,b; Tre-
main 1993; Reiken, 1994; Fucks et al., 1995;
Reizenstien et al., 1995; Stevens and Kelso, 1995;

.Iznaga Escobar et al., 1996 . Problems with af-
finity measurements in ELISA are discussed in

Ž .Underwood 1993 ; a discussion of the statistical
framework for ELISA assays can be found in

Ž . Ž .Bunch et al. 1990 , Sittampalam et al. 1996 , and
Ž .McGuinness et al. 1997 .

The oldest form of enzyme immunoassay is
hemolysis, the complement-mediated lysis of red
blood cells discussed previously. Lysis of the cells
indicates the presence of a complement fixing
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antibody which can bind to an antigen on the
surface of the red cells. Using erythrocytes as
indicators in assays, such as the Jerne plaque

Ž .assay Jerne and Nordin, 1963 , allows both an
indication of the number of antibodies producing
cells and an estimate of the rate of antibody
production and affinity. These last results require
computational models of the assay. DeLisi and

Ž . Ž .Bell 1974 and Jerne et al. 1974 present general
Ž .theoretical results. Sette et al. 1988 present soft-

ware for analysis of modulation of cellular re-
sponses through the use of plaques. Esrig et al.
Ž .1977 present a computational approach suitable
for the laboratory.

3.10. Cellular assays

Computational modeled applied to cellular as-
says both developed later, and generally has a
different nature than that discussed thus far. More
of the work involves statistical models, and math-
ematical models and simulations that do appear
tend to be more sophisticated. Given the nature
of this review, the discussion area of each will be
brief, with one exception.

3.11. Cytotoxicity assays

There are several approaches to quantitatively
describing the action of a cytotoxic cell popula-
tion on a ‘target’ cell } usually a susceptible cell
line. One which has turned out to be applicable

Žto many cell types cytotoxic T lymphocytes and
.NK cells in particular is to use an analogy with

Žclassical enzyme kinetics Michaelis and Menten,
.1913 where the cytotoxic cells play the role of an

enzyme, the product being eventual target cell
lysis. Lysis can be noted either through the re-
lease of a radioactive label or through non-iso-

Ž .topic markers such as in a colorimetric assay .
The ‘substrate’ in the enzyme]kinetic analogy is
the target cell } usually supplied in excess in the

Žassay Dunkley et al., 1974; Miller and Dunkley,
1974; Thorn and Henney, 1976; Zeijlemaker et

.al., 1977; Callewaert et al., 1978 . The advantage
of using this analogy is that familiar transfor-
mations, such as the double reciprocal

Lineweaver]Burk plot, can be directly applied,
along with extensions to this formalism to include
inhibition and other factors, and improvements in

Žparameter estimation Callewaert et al., 1982;
Merrill, 1982; Merrill and Sathananthan, 1986;
Garcia-Penarrubia and Bankhurst, 1989; Garcia-
Penarrubia et al., 1989, 1992, 1995; Galvez et al.,

.1994 . Other approaches to quantifying cytotoxic-
Ž .ity can be found in Chalmers et al. 1982 , Crispe

Ž . Ž .and Gascoigne 1983 , Hogan and Evans 1984 ,
Ž . Ž .Bol et al. 1986 , Hudig et al. 1988 , and Sheeran

Ž . Ž .et al. 1988 . Rodgers et al. 1992 used a colori-
metric assay to identify CTL determinants.

3.12. Migration, migration inhibition, phagocytosis
assays

The description of the movement of cells has
two basic techniques, one using a micropore filter
and the other, the ‘under agarose’ method. De-
scriptions of these methods can be found in

Ž .Maderazo and Ward 1986 . The basic quantities
Ž .involve describing the movement chemotaxis ,

chemoattraction, chemokinesis, and the inhibition
of these quantities. The work in this area is by
nature computational as even the parameters of

Žmovement and the nature randomness or pur-
.poseful needs to be described in some way. The

following papers deal with the many different
approaches to these related problems: De Halleux

Ž . Ž .and Deckus 1975 , Fenton and Taylor 1975 ,
Ž .Watanuki and Haga 1977 , McDaniel et al., 1978,

Ž . Ž .Weese et al. 1978 , Moss et al. 1979 , Turner
Ž . Ž .1979 , Axelsson et al. 1981 , Lauffenburger and

Ž . Ž .Zigmond 1981 , Repo et al. 1981 , Fordham et
Ž . Ž . Ž .al. 1982 , Hamblin et al. 1982 , Rhodes 1982 ,

Ž . Ž .Stickle et al. 1984 , Minkin et al. 1985 , Peder-
Ž . Ž .sen et al. 1988 , Buettner et al. 1989 , Jensen

Ž . Ž .and Kharazmi 1991 using image analysis , Had-
Ž . Ž .dox et al. 1991, 1994 , and Azzara et al. 1992 .

Assays of phagocytosis of many of these same
cells is described in MacFarlane and Herzberg
Ž . Ž .1984 and Saad et al. 1985 .

3.13. Limiting dilution assays

Limiting dilution assays date from early bacte-
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riology in the late 19th century, when a source
material was diluted until either one or no bacte-
ria were present. It was used as a method of
purification of a bacterial sample. In immunology,
this class of assays can be used in a very quantita-
tive way, both to quantify the frequency of partic-
ular cell types in a sample and to identify the
number of different cells responsible for an
observed event. Analysis of the results is gener-
ally assumed to follow Poisson statistics, and that
approach is standardized through the analysis of
graphs on semilogarithmic paper. A monograph

Ž .on the subject as Lefkovits and Waldmann 1979 ,
and many reviews, such as Fazekas de St. Groth
Ž .1982 , are readily available.

When many small aliquots of cells are drawn
from the same source, and there is a rare cell
type in that source the number of rare cells in the

Žwells will follow a Poisson distribution which
.approximates a binomial distribution in this case .

In that way, the expected number of aliquots
containing 0, 1, 2 and more cells of the rare type
is known, and depends on the frequency of this
rare type. From the Poisson distribution, the frac-
tion of aliquots with n of the rare cells should be
approximately

ln
ylŽ .P n s en!

where l is the average number of rare cells per
aliquot. Put into microwells, the probability that

Žan aliquot contains no rare cells is ‘unresponsive’
. Ž . ylin most assays at each dilution is P 0 se .

With each dilution this average number of rare
cells in the cultures is reduced. Taking the natu-

Ž . Ž .ral base e logarithm of the expression for P 0 ,
we find that

Ž Ž .. Ž yl . Ž .ln P 0 s ln e syl. 10

As a result, the negative logarithm of the fraction
of non-responsive wells is an estimate for l at
each dilution. Also, since dilution should not
change the fraction of rare to other cells in the
well, merely reduce the overall number of cells,

Fig. 9. The linear relationship between the number of cells in
culture and the fraction of non-responsive cultures plotted on
Ž .a natural semilog plot, so that no computations of the logs

are required. The position on the line corresponding to 0.37,
log 0.37s1, inidcates the dilution when the average numbere

Žof rare cells is 1 the fraction of non-responsive cultures is
.0.37 .

the average number of rare cells per well should
be

Ž .ls fraction of rare cells in the original sample

Ž . Ž .? number of cells in the dilution , 11

or l is a linear function of the number of cells in
Ž . Ž .the dilution. Putting Eq. 10 and Eq. 11 together

suggests that the negative logarithm of the frac-
Ž .tion of non-responsive wells fl is proportional

to the number of cells in a dilution. This is
illustrated in Fig. 9.

This assay has many other aspects which are
discussed in the above references and in the

Ž .following papers Taswell 1984 , Lietzke and Un-
Ž . Ž .sicker 1985 , Koziol et al. 1987 , Strijbosch et al.

Ž . Ž .1987 , Koziol 1988 , Underwood and Bean
Ž . Ž .1988 , Burleson et al. 1993 , Bonnefoix and Sotto
Ž . Ž .1994 , Bonnefoix et al. 1996 , and Palenzuela et

Ž .al. 1997 . Of special note is the use of a prolifer-
ation assay to compute a responsive-cell fre-

Ž .quency in Broman et al. 1996 .

3.14. Basophil degranulation

The release of histamine can be used as an
indication that some event has taken place, or it
can be quantified in the study of the binding of an
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allergen to IgE on armed basophils or mast cells.
There is a quite an extensive literature of these
problems and their quantitative description, re-

Ž .viewed in Dembo and Goldstein 1980 . Specific
examples can be found in MacGlashan et al.
Ž . Ž .1985 and Sainte-Laudy 1987 . A related but
different assay is that of RAST, the radioallergo-

Ž .sorbent test, described in Bongrand et al. 1976 .

3.15. Proliferation assays

Proliferation of lymphocytes in response to a
mitogen, antigen, or as modified by immune mod-
ulators all involve assays of proliferation. The
standard approach is to measure incorporation of
w3 xH -thymidine in dividing cells. The mechanics of
the assay and the treatment of the CPM data
from the gamma counter is described in Dei and

Ž .Urbano 1977 . Description of the results using
Ž .models can be seen in Gibbs et al. 1979 , Jensen

Ž . Ž .et al. 1981 , Cason et al. 1987 , Kenter and
Ž . Ž .Watson 1987 , and Niks et al. 1990 . Svir-

Ž .shchevskaya et al. 1993 utilize enzyme kinetic-
like equations to study IL-2-induced proliferation.

Ž .Bennett and Riley 1992 discuss the difficulties
in developing binary data } responders and
non-responders in a lymphocyte proliferation as-
say.

3.16. Miscellaneous assays

Immunology laboratories perform other assays
which do not fit comfortably within the frame-

Ž .work given above. For instance Wei et al. 1975
discuss liposome spin immunoassay for detecting
lipid substances in aqueous media. Johns and

Ž .Stanworth 1976 characterize the nature of im-
munoglobulin complexes moving at the same
speed in sucrose density gradients while Stewart

Ž .and Johns 1976 construct a relationship between
the sedimentation coefficient and molecular

Ž .weight. Brown et al. 1979 provide an automated
method for quantifying E-rosettes using a particle

Ž .size analyser while Wenger et al. 1982 apply
similar instumentation to evaluate the size dis-

Ž .tribution of cells. Cheewatrakoolpong et al. 1983
offer software to evaluate the clearance kinetics
of bacteria in mice.

3.17. Other general topics

The following topics involve either general
computational methods which could be applied to
a number of different assays, or molecular meth-
ods whose applicability is also central to several
immunological methods.

3.18. Computational approaches to data and
experimental design and data storage

Because of the complexity and amount of data
that can be collected, some ideas on how the data
will be stored, coded, and analyzed is necessary.
The following papers and software deal with that
problem in a number of different settings Franklin
Ž . Ž .1982 , Hooton and Paetkau 1986 , Watson et al.
Ž . Ž . Ž .1988 , Stone et al. 1991 , Delaage et al. 1992 ,

Ž . Ž .Siman 1992 , Bishop et al. 1993 and Greiner
Ž .1995, 1996 .

3.19. Gene sequencing and libraries

The ability to sequence DNA and RNA, along
with the use of computers to search and manage
libraries of sequences has brought about a revolu-
tion in the molecular side of immunology. The
development of the algorithms necessary to knit
together the fragments resulting from the se-
quencing process has developed in parallel to the
automated sequencing tools. Mathematical intro-
ductions to this topic can be found in Lander and

Ž . Ž .Waterman 1995 , Waterman 1995 , Speed and
Ž .Waterman 1996 , and Setubal and Meidania

Ž .1996 . The searching for homologies in se-
quences also involves a computational model, in
that ‘best fit’ between two sequences involves
both a difficult optimization problem and some
assumptions concerning conserved regions and
those which may be variable, for instance. The
fragments that result from the restriction en-
zymes can also yield important immunological

Ž .information, as in Liu et al. 1995 .

3.20. Structures of proteins

The ability to determine the amino acid se-
quences of proteins has brought with it the prob-
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Žlem of determining the shape secondary and
.tertiary structure of these proteins, which may be

receptors, antibodies, or ligands. The mathemati-
cal problem of finding the shape which minimizes
the free energy of the molecule is a difficult

Žproblem Merz and Le Grand, 1994; Cohen, 1995;
.Fraga et al., 1995; Kolinski and Skolnick, 1996 .

In addition, this predicted structure will usually
depend on the physiological conditions, and there
is no guarantee that the predicted conformation
will closely relate to the actual structure, as there
are often several possible confirmations which are

Žlocal minima of the free energy Novotny et al.,
.1988 . Also, there is no guarantee that the physio-

logically most important confirmation is the con-
firmation predicted by the global minimum value

Žof the free energy. In a few cases e.g. Huang et
.al., 1990; Bajorath et al., 1997 aspects of the true

structure and the prediction can be compared.
Although they are rarely identical, often impor-
tant features are present in both. This is an area
which has benefited from recent advances in com-
puting and visualization, along with the improve-
ments to the mathematical algorithms. Using hy-
drophobicity to identify antigenic determinants

Ž .has been reviewed in Hopp 1986 . Primary struc-
Ž .ture sequences are searched for MHC motifs in

Ž .protein sequences in Jones and Wei 1995 .

3.21. PCR } the polymerase chain reaction

The polymerase chain reaction serves as a tool
for amplification of sequences of interest to en-
able further procedures and analysis, detection of
the presence of rare sequences, and in quantifi-
cation through a number of methods. The idea of
amplifying DNA in a test tube dates from 1971,
but it was not until Mullis’s use of the ther-
mostable Taq polymerase in 1987 that the method
was seen as practical, cheap and essential. An
early readable review of the use of PCR in molec-

Ž .ular immunology is Thiesen et al. 1990 . Models
enter this arena primarily in the attempt to quan-
tify the number of target sequences in the origi-
nal cycle from knowing the amplified number
after cycling. The earliest work in that area is

Ž .Harris 1992 , which involved a stochastic model
and inverse prediction. More recent efforts can

Ž .be seen in Melby et al. 1993 and Connolly et al.
Ž .1995 .

3.22. Image enhancement and reconstruction,
localization

The successful application of computers to en-
hance optical instruments from microscopes to
scanners is the result of the application of compu-
tational models. The converting of the true image
to a sampled or digitized one involves the loss of
information. The reconstruction of the enhanced
image is based on algorithms applied to the digi-
tized data along with assumptions concerning the
nature of the reconstructed image. A very fine

Ž .review has just appeared, Sabri et al. 1997 , and
as a result, this section will be brief. The develop-
ment of imaging systems can be seen in several
different applications, including Cushley et al.
Ž . Ž . Ž .1983 , Gershwin and Olsen 1985 , Rogers 1985 ,

Ž . Ž .Maly et al. 1989 , Munn et al. 1993 , and von
Ž .Olleschik-Elbheim et al. 1996 .

Acknowledgements

The assistance of the Science Library at Mar-
quette University and the Welsh Medical Library
at Johns Hopkins University is gratefully ac-
knowledged.

References

Aarden, L.A., Lakmaker, F., De Groat, E.R., 1976. Im-
munology of DNA. IV quantitative aspects of the Farr
assay. J. Immunol. Methods 11, 153]163.

Alvord, W.G., Rossio, J.L., 1993. Determining confidence limits
for drug potency in immunoassay. J. Immunol. Methods
157, 155]163.

Ambrose, C.T., Donner, A., 1973. Application of the analysis
of variance to hemagglutination titrations. J. Immunol.
Methods 3, 165]210.

Antoni, G., Mariani, M., 1985. An interactive computer pro-
gram for the determination of the binding constants of
monoclonal antibodies by non-linear regression analysis of
radioimmunoassay data. J. Immunol. Methods 83, 61]68.

Arrhenius, S., 1907. Immunochemistry, MacMillan, New York.
Ashton, W., 1972. The Logit Transformation, with Special

Reference to the Use in Biological Assay, Hafner, New
York.

Aubert, D., Foudrinier, F., Kaltenbach, M.L., et al., 1995.
Automated reading and processing of quantitative IgG,



( )S.J. Merrill r Journal of Immunological Methods 216 1998 69]92 85

IgM, IgA, and IgE isotypic agglutination results in mi-
croplates. Development and application in parasitology]

mycology. J. Immunol. Methods 186, 323]328.
Axelsen, N.H., Bock, E., 1972. Identification and quantifica-

tion of antigens and antibodies by means of quantitative
electrophoresis. A survey of methods. J. Immunol. Methods
1, 109]121.

Axelsson, L.G., Nilsson, G., Bjorksten, B., 1981. Statistical
aspects of cell motility determinations with a modified
chemotaxis assembly for multiwell filter assays. J. Immunol.
Methods 46, 251]258.

Azzara, A., Chimenti, M., Azzarelli, L., Fantini, E., Carulli, G.,
Ambrogi, F., 1992. An image processing workstation for
automatic evaluation of human granulocyte motility. J.
Immunol. Methods 148, 29]40.

Bailey, M., Williams, N.A., Wilson, A.D., Stokes, C.R., 1992.
PROBIT: weighted probit regression analysis for estima-
tion of biological activity. J. Immunol. Methods 153,
261]262.

Bajorath, J., Linsley, P.S., Metzler, W.J., 1997. Molecular
modeling of immunoglobulin superfamily proteins: CTLA-4
Ž .CD152 } comparison of a predicted and experimentally
determined three dimensional structure. J. Mol. Model. 3,
287]293.

Bardsley, W.G., Wilson, A.R., Kyprianou, E.K., Melikhova,
E.M., 1992. A statistical model and computer program to
estimate association constants for the binding of fluores-
cent-labelled monoclonal antibodies to cell surface anti-
gens and to interpret shifts in flow cytometry data resulting
from alterations in gene expression. J. Immunol. Methods
153, 235]247.

Beatty, J.D., Beatty, B.G., Vlahos, W.G., Hill, L.R., 1987.
Method of analysis of non-competitive enzyme immunoas-
says for antibody quantification. J. Immunol. Methods 100,
161]172.

Bell, G.I., 1974. Model for the binding of multivalent antigen
to cells. Nature. 248, 430]431.

Bell, G.I., Perelson, A.S., 1978. An historical introduction to
theoretical immunology. In: Bell, G.I., Perelson, A. S.,

Ž .Pimbley, G.H., Jr. Eds. , Theoretical Immunology. M.
Dekker, New York, pp. 3]41.

Ž .Bell, G.I., Perelson, A.S., Pimbley, G.H. Jr. Eds. , 1978.
Theoretical Immunology. M. Dekker, New York.

Bengali, Z.H., Das, S.R., Levine, P.H., 1980. A large-scale
radiometric micro-quantitative complement fixation test for
serum antibody titration. J. Immunol. Methods 33, 63]77.

Bennett, S., Riley, E.M., 1992. The statistical analysis of data
from immunoepidemiological studies. J. Immunol. Methods
146, 229]239.

Berkson, J., 1944. Application of the logistic function to bio-
assay. J. Am. Stat. Assoc. 39, 357]365.

Birkmeyer, R.C., Keyes, L.L., Tan-Wilson, A.L., 1981. De-
termination of relative antigen]antibody affinities by quan-
titative immunoelectrophoresis. J. Immunol. Methods 44,
271]284.

Bishop, J., Dunstan, F.D., Nix, B.J., Swift, A., 1993. The

assessment of different methods of data reduction for
qualitative assays. J. Immunol. Methods 166, 191]200.

Bliss, C.I., 1934. The method of probits } a correction.
Science 79, 409]410.

Bol, S.J., Rosdorff, H.J., Ronteltap, C.P., Hennen, L.A., 1986.
Cellular cytotoxicity assessed by the 51Cr release assay.
Biological interpretation of mathematical parameters. J.
Immunol. Methods 90, 15]23.

Bongrand, P., Vervloet, D., Depieds, R., Charpin, J., 1976.
What can be measured with RAST? J. Immunol. Methods
11, 197]212.

Bonnefoix, T., Bonnefoix, P., Verdiel, P., Sotto, J.J., 1996.
Fitting limiting dilution experiments with generalized linear
models results in a test of the single-hit Poisson assump-
tion. J. Immunol. Methods 194, 113]119.

Bonnefoix, T., Sotto, J.J., 1994. The standard chi 2 test used in
limiting dilution assays is insufficient for estimating the
goodness-of-fit to the single-hit Poisson model. J. Immunol.
Methods 167, 21]33.

Boscato, L.M., Egan, G.M., Stuart, M.C., 1989. Specificity of
two-site immunoassays. J. Immunol. Methods 117, 221]229.

Broman, K., Speed, T., Tigges, M., 1996. Estimation of anti-
gen-responsive T cell frequencies in PBMC from human
subjects. J. Immunol. Methods 198, 119]132.

Brown, R.A., Potts, R.C., Robertson, A.J., Hayes, P.C., Rame-
sar, K., Beck, J.S., 1979. A new method for semi-automated
quantitation of E-rosettes using a particle size analyser
Ž .Coulter Channelyzer . J. Immunol. Methods 29, 117]131.

Ž .Bruni, C., Doria, G., Koch, G., Strom, R. Eds. , 1979. Systems
Theory in Immunology: Proceedings of the Working Con-
ference Held in Rome, May 1978. Springer-Verlag, Berlin.

Bruni, C., Germani, A., Koch, G., Strom, R., 1976. Derivation
of antibody distribution from experimental binding data. J.
Theor. Biol. 61, 143]170.

Buettner, H.M., Lauffenburger, D.A., Zigmond, S.H., 1989.
Measurement of leukocyte motility and chemotaxis
parameters with the Millipore filter assay. J. Immunol.
Methods 123, 25]37.

Bunch, D.S., Rocke, D.M., Harrison, R.O., 1990. Statistical
design of ELISA protocols. J. Immunol. Methods 132,
247]254.

Burleson, J.A., Binder, T.A., Goldschneider, I., 1993. Use of
logistic regression in comparing multiple limiting dilution
analyses of antigen-reactive T cells. J. Immunol. Methods
159, 47]52.

Callewaert, D.M., Johnson, D.F., Kearney, J., 1978. Sponta-
neous cytotoxicity of cultured human cell lines mediated by
norman peripheral blood lymphocytes. III. Kinetic parame-
ters. J. Immunol. 121, 710]717.

Callewaert, D.M., Smeekens, S.P., Mahle, N.H., 1982. Im-
proved quantification of cellular cytotoxicity reactions: de-
termination of kinetic parameters for natural cytotoxicity
by a distribution-free procedure. J. Immunol. Methods 49,
25]37.

Cambiaso, C.L., Masson, P.L., Vaerman, J.P., Heremans, J.F.,
Ž .1974. Automated nephelometric immunoassay ANIA . I.



( )S.J. Merrill r Journal of Immunological Methods 216 1998 69]9286

Importance of antibody affinity. J. Immunol. Methods 5,
153]163.

Canellas, P.F., Karu, A.E., 1981. Statistical package for analy-
sis of competition ELISA results. J. Immunol. Methods 47,
375]385.

Cason, J., Chinn, S., Ainley, C.C., Wolstencroft, R.A., Thomp-
son, R.P., 1987. Analysis of human lymphocyte transforma-
tion responses to graded doses of T cell mitogens by curve
fitting. J. Immunol. Methods 102, 109]117.

Caulfield, M.J., Shaffer, D., 1984. A computer program for the
evaluation of ELISA data obtained using an automated
microtiter plate absorbance reader. J. Immunol. Methods
74, 205]215.

Chalmers, P.J., Pullen, G.R., Nind, A.P., Nairn, R.C., 1982.
Position-dependent cell survival and the microcytotoxicity
assay. J. Immunol. Methods 51, 81]88.

Cheewatrakoolpong, B., Steffen, E.K., Brown, R.D., Berg,
R.D., 1983. Kinetic analysis of bacterial clearance in mice
using the ESTRIPc and KINET microcomputer programs.
J. Immunol. Methods 58, 375]381.

Chen, M., Marz, W., Usadel, K.H., Scheuermann, E.H.,
Boehm, B.O., 1994. Typing of the HLA-DRB3 gene by
temperature gradient gel electrophoresis. Prediction of the
resolution of four allelic fragments by computational simu-
lation of DNA melting. J. Immunol. Methods 168, 257]265.

Chiecchio, A., Giglioli, F., Malvano, R., Ringhini, R., Man-
zone, P., Bo, A., 1992. The imprecision profile in im-
munoassay. A study using a resampling technique. J. Im-
munol. Methods 147, 211]216.

Cohen, F.E., 1995. Folding the sheets: using computational
methods to predict the structure of proteins, In: Lander,

Ž .E.S., Waterman, M.S. Eds. , Calculating the Secrets of
Life: Application of the Mathematical Sciences to Molecu-
lar Biology. National Academy Press, Washington, D.C.

Coleman, P.L., Weiner, H., Kaplan, A.M., Freeman, M.J.,
1972. The application of fluoresence emission and polariza-
tion for the measurement of association constants between
fluorescein]conjugated protein antigens and antibodies. J.
Immunol. Methods 1, 145]153.

Connolly, A.R., Cleland, L.G., Kirkham, B.W., 1995. Mathe-
matical considerations of competitive polymerase chain re-
action. J. Immunol. Methods 187, 201]211.

Crispe, I.N., Gascoigne, N.R., 1983. Computer-assisted analy-
sis of in vivo cytotoxic T cell responses. J. Immunol. Meth-
ods 64, 91]98.

Cumme, G.A., Bublitz, R., Ehle, H., Horn, A., 1990. Determi-
nation of rate constants of monoclonal antibodies to en-
zymes. J. Immunol. Methods 128, 241]248.

Cushley, W., Baker, J.R., Hassan, I.F., Williamson, I.H., 1983.
On the fidelity of the lactoperoxidase method of cell mem-
brane radioiodination: an electron microscopic autoradio-
graphic study. J. Immunol. Methods 59, 1]11.

De Halleux, F., Deckus, C., 1975. Improvement in measuring
migration areas in migration inhibition assays. J. Immunol.
Methods 9, 1]6.

Dei, R., Urbano, P., 1977. Biometrical implications of factorial

experiments for the study of lymphocyte mitogenic re-
sponse. J. Immunol. Methods 15, 169]181.

Delaage, M., Compiano, J.M., Barbet, J., Artus, A., Prince, P.,
1992. Statistical properties of immunoanalytic system. J.
Immunol. Methods 150, 103]110.

DeLisi, C., 1976. Antigen Antibody Interactions. Springer-
Verlag, Berlin.

DeLisi, C., Bell, G.I., 1974. The kinetics of hemolytic plaque
formation. Proc. Nat. Acad. Sci. U.S.A. 71, 16]20.

Dembo, M., Goldstein, B., 1980. A model of cell activation
and desensitization by surface immunoglobin: the case of
histamine release from human basophils. Cell 22, 59]67.

Deverill, I., Reeves, W.G., 1980. Light scattering and absorp-
tion-developments in immunology. J. Immunol. Methods
38, 191]204.

Dormer, P., Pachmann, K., Penning, R., Jager, G., Rodt, H.,
1981. Discrimination in immunofluorescence between
labeled and unlabeled cells by quantitative microfluorome-
try and computer analysis. J. Immunol. Methods 40,
155]163.

Dunkley, M., Miller, R.G., Shortman, K., 1974. A modified
51Cr release assay for cytotoxic lymphocytes. J. Immunol.
Methods 6, 39]51.

Ehle, H., Godicke, C., Horn, A., 1989. A new graphical method
for determining the affinity constants of monoclonal anti-
bodies to enzymes. J. Immunol. Methods 117, 17]23.

Eisen, H.N., 1980. Antibody antigen reactions, In: Davis, B.D.,
Ž .Dulbecco, R., Eisen, H.N., Ginsberg, H.S. Eds. , Microbi-

ology, 3rd ed. Harper Row, Hagerstown, PA, pp. 297]336.
Ekins, R., 1992. Immunoassays, In: Roitt, I.M., Delves, P.J.

Ž .Eds. , Encyclopedia of Immunology. Academic Press, New
York, pp. 779]782.

Engvall, E., Perlmann, P., 1972. ELISA. III. Quantisation of
specific antibodies by enzyme-linked immunoglobulin in
antigen coated tubes. J. Immunol. 109, 129]135.

Esrig, S.M., Racis, S.P., Lichtblau, H., Kruger, R., Goldstein,
B., 1977. A computer method for determining plaque size
and plaque morphology. J. Immunol. Methods 16, 301]312.

Farr, R.S., 1958. A quantitative immunochemical measure of
the primary interaction between IxBSA and antibody. J.
Infect. Dis. 103, 239]262.

Fazekas de St. Groth, S., 1979. The quality of antibodies and
Ž .cellular receptors, In: Lefkovits, I., Pernis, B. Eds , Im-

munological Methods, vol. I. Academic Press, New York,
pp. 1]42.

Fazekas de St. Groth, S., 1982. The evaluation of limiting
dilution assays. J. Immunol. Methods 49, 11]23.

Fenton, E.L., Taylor, M.M., 1975. A modified quantitative
assay for substances that inhibit the migration of
macrophages and other leucocytes: the use of concanavalin
A as a reference reagent. J. Immunol. Methods 7, 123]142.

Fey, H., 1981. Use of a computer to evaluate sigmoidal curves
in serology by a new procedure. J. Immunol. Methods 47,
109]112.

Finney, D.J., 1971. Probit Analysis, 3rd ed. Cambridge Univer-
sity Press, Cambridge.

Fjeld, J.G., Skretting, A., 1992. Evaluation of labelled mono-



( )S.J. Merrill r Journal of Immunological Methods 216 1998 69]92 87

clonal antibodies by simultaneous estimation of the associ-
ation constant, the immunoreactive fraction, and the num-
ber of effective binding sites on the specific target. J.
Immunol. Methods 151, 97]106.

Fordham, J.N., Swettenham, K., Davies, P.G., Currey, H.L.,
1982. Measurement of polymorphonuclear leucocyte motil-
ity under agarose by computer-linked image analysis. J.
Immunol. Methods 53, 123]127.

Foster, R.C., Ledue, T.B., 1986. Turbidimetry, In: Rose, N.R.,
Ž .Friedman, H., Fahey, J.L. Eds. , Manual of Clinical

Laboratory Immunology, 3rd ed. American Society for Mi-
crobiology, Washington, D.C., pp. 25]32.

Fraga, S., Parker, J.M.R., Pocock, J.M., 1995. Computer Simu-
lations of Protein Structures and Interactions, Springer-
Verlag, Berlin.

Franco, E.L., Walls, K.W., Sulzer, A.J., Campbell, G.H.,
Roberts, J.M., 1984. Computer-assisted multiple categoriza-
tion of absorbance values in ELISA through pictorial emu-
lation of 96-well plates. J. Immunol. Methods 70, 45]52.

Francois-Gerard, C., Gerard, P., Rentier, B., 1988. Elucidation
of non-parallel EIA curves. J. Immunol. Methods 111,
59]65.

Franklin, R.M., 1982. Microcomputer inventory systems for
stored cell lines. J. Immunol. Methods 54, 141]157.

Fuchs, H., Orberger, G., Tauber, R., Gessner, R., 1995. Direct
calibration ELISA: a rapid method for the simplified de-
termination of association constants of unlabeled biological
molecules. J. Immunol. Methods 188, 197]208.

Galvez, J., Cabrera, L., Lajarin, F., Garcia-Penarrubia, P.,
Ž .1994. Binding units BU and the area under binding

Ž .isotherms AUI . New indices of effector]target conjuga-
tion. J. Immunol. Methods 170, 197]210.

Garcia-Penarrubia, P., Bankhurst, A.D., 1989. Quantisation of
effector]target affinity in the human NK cell and K562
tumor cell system. J. Immunol. Methods 122, 177]184.

Garcia-Penarrubia, P., Koster, F.T., Bankhurst, A.D., 1989.
Ž .The maximum conjugate frequency alpha max character-

izes killer cell populations. J. Immunol. Methods 118,
199]208.

Garcia-Penarrubia, P., Cabrera, L., Alvarez, R., Galvez, J.,
1992. Effector]target interactions: saturability, affinity and
binding isotherms. A study of such interactions in the
human NK cell-K562 tumour cell system. J. Immunol.
Methods 155, 133]147.

Garcia-Penarrubia, P., Cabrera, L., Lajarin, F., Galvez, J.,
1995. The derivation of binding parameters from effector
and target conjugate frequency data using linear and non-
linear data-fitting transformations. Application of such
transformations to the NK-MOLT4 and NK-K562 effec-
tor]target systems. J. Immunol. Methods 182, 235]249.

Gaze, S., West, N.J., Steward, M.W., 1973. The use of a double
isotope method in the determination of antibody affinity. J.
Immunol. Methods 3, 357]364.

Gershwin, L.J., Olsen, C.L., 1985. Application of image analy-
sis for quantitative immunoperoxidase detection of IgE
containing cells in lymphoid tissues. J. Immunol. Methods
76, 39]46.

Gibbs, J.H., Brown, R.A., Robertson, A.J., Potts, R.C., Beck,
J.S., 1979. A new method of testing for mitogen-induced
lymphocyte stimulation: measurement of the percentage of
growing cells and of some aspects of their cell kinetics with
an electronic particle counter. J. Immunol. Methods 25,
147]158.

Gigase, P.L., Bridts, C.H., De Clerck, L.S., Stevens, W.J., 1988.
A useful method for determining class-specific rheumatoid
factors with computerized analyses of data. J. Immunol.
Methods 107, 93]101.

Glaser, R.W., 1993a. CBEIA: programs for simulation of
ELISA experiments and affinity determination. J. Im-
munol. Methods 160, 141]142.

Glaser, R.W., 1993b. Determination of antibody affinity by
ELISA with a non-linear regression program. Evaluation of
linearized approximations. J. Immunol. Methods 160,
129]133.

Govindarajulu, 1988. Statistical Techniques in Bioassay.
Karger, Basel.

Greiner, M., 1995. Two-graph receiver operating characteristic
Ž .TG-ROC : a Microsoft-EXCEL template for the selection
of cut-off values in diagnostic tests. J. Immunol. Methods
185, 145]146.

Greiner, M., 1996. Two-graph receiver operating characteristic
Ž .TG-ROC : update version supports optimisation of cut-off
values that minimise overall misclassification costs. J. Im-
munol. Methods 191, 93]94.

Haddox, J.L., Pfister, R.R., Sommers, C.I., 1991. A visual assay
for quantitating neutrophil chemotaxis in a collagen gel
matrix. A novel chemotactic chamber. J. Immunol. Meth-
ods 141, 41]52.

Haddox, J.L., Knowles, I.W., Sommers, C.I., Pfister, R.R.,
1994. Characterization of chemical gradients in the colla-
gen gel-visual chemotactic assay. J. Immunol. Methods 171,
1]14.

Hamblin, A.S., Zawisza, B., Shipton, U., Dumonde, D.C., Den
Hollander, F.C., Verheul, H., 1982. The use of human

Ž .lymphoid cell line lymphokine preparations LCL-LK as
working standards in the bioassay of human leucocyte

Ž .migration inhibition factor LIF . J. Immunol. Methods 54,
317]329.

Harris, O.A., 1992. The Polymerase Chain Reaction: a
Stochastic Model, Methods of Quantification, and Applica-
tions to HIV. Ph.D. Dissertation, Marquette University,
Milwaukee, WI.

Heidelberger, M., 1939. Chemical aspects of the precipitin and
agglutin reactions. Chem. Rev. 24, 323]343.

Heidelberger, M., Kendall, F.E., 1935. The precipitin reaction
between type III pneumococcus polysaccharide and homol-
ogous antibody. III. A quantitative study and a theory of
the reaction mechanism. J. Exp. Med. 61, 563]591.

Herraez, A., 1993. ELEASY: a program for processing experi-
mental enzymoimmunoassay data. J. Immunol. Methods
166, 297]298.

Hesford, F., Schmitt, M., Lazary, S., 1987. Rapid data acquisi-
tion from a microtiter plate fluorescence reader and appli-



( )S.J. Merrill r Journal of Immunological Methods 216 1998 69]9288

cations in kinetic measurements. J. Immunol. Methods 100,
269]279.

Hoffmann, G.W., Hraba, T., 1986. Immunology and Epidemi-
ology: Proceedings of an International Conference held in
Mogilany, Poland, February, 1985. Springer-Verlag, Berlin.

Hogan, K.T., Evans, D.L., 1984. A software package for the
calculation and statistical analysis of 51Cr-release assays. J.
Immunol. Methods 72, 355]360.

Hooton, J.W., Paetkau, V., 1986. Random assignment of treat-
Ž .ments in a 96-well 8=12 microtiter plate. A practical

method. J. Immunol. Methods 94, 81]89.
Hopp, T.P., 1986. Protein surface analysis. Methods for identi-

fying antigenic determinants and other interaction sites. J.
Immunol. Methods 88, 1]18.

Hoylaerts, M.F., Bollen, A., De Broe, M.E., 1990. The applica-
tion of enzyme kinetics to the determination of dissociation
constants for antigen]antibody interactions in solution. J.
Immunol. Methods 126, 253]261.

Huang, M.C., Seyer, J.M., Kang, A.H., 1990. Comparison and
accuracy of methodologies employed for analysis of hy-
dropathy, flexibility and secondary structure of proteins. J.
Immunol. Methods 129, 77]88.

Hudig, D., Callewaert, D.M., Redelman, D., Allison, N.J.,
Krump, M., Tardieu, B., 1988. Lysis by RNK-16 cytotoxic
lymphocyte granules. Rate assays and conditions to study
control of cytolysis. J. Immunol. Methods 115, 169]177.

Huet, D., Gyss, C., Bourdillon, C., 1990. A heterogeneous
immunoassay performed on a rotating carbon disk elec-
trode with electrocatalytic detection. Mass transfer control
of the capture of an enterotoxin. J. Immunol. Methods 135,
33]41.

Iznaga Escobar, N., Solozabal Armstrong, J., Nunez Gandolff,
Ž .G., et al., 1996. Multianalytical system MAS : software for

Ž .enzyme-linked immunosorbent assay ELISA data process-
ing with applications to screening and diagnostic tests. J.
Immunol. Methods 196, 97]99.

Jacobsen, C., Frich, J.R., Steensgaard, J., 1982. Determination
of affinity of monoclonal antibodies against human IgG. J.
Immunol. Methods 50, 77]88.

Jensen, P., Kharazmi, A., 1991. Computer-assisted image anal-
ysis assay of human neutrophil chemotaxis in ¨itro. J.
Immunol. Methods 144, 43]48.

Jensen, B., Moller, S., Bentzon, M.W., 1981. Statistical evalua-
tion of the lymphocyte proliferation assay with non-stimu-
lated cultures. J. Immunol. Methods 40, 259]274.

Jerne, N.K., Nordin, A.A., 1963. Plaque formation in agar by
single antibody-producing cells. Science 140, 405.

Jerne, N.K., Henry, C., Nordin, A.A., Fuji, H., Koros, A.M.C.,
Lefkovits, I., 1974. Plaque forming cells: methodology and
theory. Transplant. Rev. 18, 130]191.

Jobbagy, A., Jobbagy, G.M., 1972a. Examination of FITC´ ´
preparations. I. Measurements of the dye content of fluo-
rescein isothiocyanate preparations. J. Immunol. Methods
2, 159]168.

Jobbagy, A., Jobbagy, G.M., 1972b. Examination of FITC´ ´
preparations. II. Measurements of isothiocyanate content

of fluorescein isothiocyanate preparations. J. Immunol.
Methods 2, 169]181.

Johns, P., Stanworth, D.R., 1976. A simple numerical method
for the construction of isokinetic sucrose density gradients,
and their application to the characterisation of immuno-
globulin complexes. J. Immunol. Methods 10, 231]252.

Jones, R.F., Wei, W.Z., 1995. PEPMOTIF: a program for
locating class I major histocompatibility complex restricted
peptides in protein sequences. J. Immunol. Methods 179,
137]138.

Karpinski, K.F., Hayward, S., Tryphonas, H., 1987. Statistical
considerations in the quantisation of serum immuno-
globulin levels using the enzyme-linked immunosorbent

Ž .assay ELISA . J. Immunol. Methods 103, 189]194.
Kenter, A.L., Watson, J.V., 1987. Cell cycle kinetics model of

LPS-stimulated spleen cells correlates switch region rear-
rangements with S phase. J. Immunol. Methods 97, 111]117.

Kim, Y.T., Kalver, S., Siskind, G.W., 1975. A comparison of
the Farr technique with equilibrium dialysis for measure-
ment of antibody concentration and affinity. J. Immunol.
Methods 6, 347]354.

Kobayashi, Y., Okahata, S., Tanabe, K., Usui, T., 1978. Use of
logit paper in determination of superoxide dismutase activ-
ity in human blood cells. J. Immunol. Methods 24, 75]78.

Koch, G., Oratore, A., 1978. Statistical analysis of measure-
ment errors of binding data in the Farr technique. J.
Immunol. Methods 24, 63]67.

Kolinski, A., Skolnick, J., 1996. Lattice Models of Protein
Folding, Dynamics, and Thermodynamics. Chapman and
Hall, New York.

Koziol, J.A., 1988. Evaluation of monoclonality of cell lines
from sequential dilution assays. Part II. J. Immunol. Meth-
ods 107, 151]152.

Koziol, J.A., Ferrari, C., Chisari, F.V., 1987. Evaluation of
monoclonality of cell lines from sequential dilution assays.
J. Immunol. Methods 105, 139]143.

La Belle, M., 1987. Computer-assisted collection and analysis
of enzyme-linked immunosorbent assay data. J. Immunol.
Methods 102, 251]258.

Lander, E.S., Waterman, M.S., 1995. Calculating the Secrets
of Life: Applications of the Mathematical Sciences in
Molecular Biology. National Academy Press, Washington,
D.C.

Larsson, A., 1997. Regression analysis of simulated radio-
ligand equilibrium experiments using seven different math-
ematical models. J. Immunol. Methods 206, 135]142.

Larsson, A., Axelsson, B., 1991. Calculation of affinity con-
stants directly from homologous displacement curves. J.
Immunol. Methods 137, 253]259.

Lauffenburger, D.A., Zigmond, S.H., 1981. Chemotactic factor
concentration gradients in chemotaxis assay systems. J.
Immunol. Methods 40, 45]60.

Lefkovits, I., Waldmann, H., 1979. Limiting Dilution Analysis
of Cells in the Immune System. Cambridge University
Press, Cambridge.

Leschly, W., 1914. Studiev over Komplement, Stifts-
bortrykkeriet, Aarhus.



( )S.J. Merrill r Journal of Immunological Methods 216 1998 69]92 89

Liao, T.F., 1994. Interpreting Probability Models: Logit, Probit,
and Other Generalized Linear Models. Sage, Thousand
Oaks, Calif.

Lietzke, R., Unsicker, K., 1985. A statistical approach to
determine monoclonality after limiting cell plating of a
hybridoma clone. J. Immunol. Methods 76, 223]228.

Liu, D., Callahan, J.P., Dau, P.C., 1995. Intrafamily fragment
analysis of the T cell receptor beta chain CDR3 region. J.
Immunol. Methods 187, 139]150.

Lovgren, U., Kronkvist, K., Backstrom, B., Edholm, L.-E.,¨ ¨ ¨
Johansson, G., 1997. Design of non-competitive flow injec-
tion enzyme immunoassays for determination of haptens:
application to digoxigenin. J. Immunol. Methods 208,
139]168.

MacFarlane, G.D., Herzberg, M.C., 1984. Concurrent estima-
tion of the kinetics of adhesion and ingestion of Staphylo-
coccus aureus by human polymorphonuclear leukocytes
Ž .PMNs . J. Immunol. Methods 66, 35]49.

MacGlashan, D.W., Jr., Dembo, M., Goldstein, B., 1985. Test
of a theory relating to the cross-linking of IgE antibody on
the surface of human basophils. J. Immunol. 135,
4129]4134.

Maly, F.E., Vittoz, M., Urwyler, A., Koshikawa, K.,
Schleinkofer, L., De Weck, A.L., 1989. A dual microtiter

Ž .plate 192 sample luminometer employing computer-aided
single-photon imaging applicable to cellular luminescence
and luminescence immunoassay. J. Immunol. Methods 122,
91]96.

Marchuk, G.I., 1983. Mathematical Models in Immunology.
Springer-Verlag, New York.

Ž .Marchuk, G.I., Belykh, L.N. Eds. , 1982. Mathematical Mod-
eling in Immunology and Medicine: Proceedings of the
IFIP TC-7 Working Conference on Mathematical Model-
ing in Immunology and Medicine, Moscow, USSR, 1982,
North-Holland, Amsterdam.

Marrack, J.R., 1934. Chemistry of Antigens and Antibodies,
2nd ed. His Majesty’s Stationery Office, London.

Massino, Y.S., Dergunova, N.N., Kizim, E.A., et al., 1997.
Quantitative analysis of the products of IgG chain recombi-
nation in hybrid based on affinity chromatography and
radioimmunoassay. J. Immunol. Methods 201, 57]66.

Mayer, M.M., 1961. Development of the one-hit theory of
Ž .immune hemolysis. In: Heidelberger, M., Plescia, O. Eds. ,

Immunochemical Approaches to Problems in Microbiology.
Rutgers University Press, New Brunswick, New Jersey, pp.
268]279.

Maderazo, E.G., Ward, P.A., 1986. Leukocyke chemotaxis, In:
Ž .Rose, N.R., Friedman, H., Fahey, J.L. Eds. , Manual of

Clinical Laboratory Immunology, 3rd ed. American Society
for Microbiology, Washington, D.C., pp. 290]294.

McDaniel, M.C., Robbins, C.H., Hokanson, J.A., Papermaster,
B.W., 1978. A new assay for rapid measurement of MIF
levels by 3H-labelled cells in liquid scintillation counting
vials: statistical implications for the measurement of migra-
tion inhibition. J. Immunol. Methods 20, 225]239.

McGuinness, D., Bennett, S., Riley, E., 1997. Statistical analy-

sis of highly skewed immune response data. J. Immunol.
Methods 201, 99]114.

Melby, P.C., Darnell, B.J., Tryon, V.V., 1993. Quantitative
measurement of human cytokine gene expression by po-
lymerase chain reaction. J. Immunol. Methods 159,
235]244.

Merrill, S.J., 1980. Mathematical models of humoral immune
Ž .response, In: Burton, T. Ed. , Modeling and Differential

Equations in Biology. M. Dekker, New York, pp. 13]50.
Merrill, S.J., 1982. Foundations of the use of an

enzyme]kinetic analogy in cell-mediated cytotoxicity. Math.
Biosci. 62, 219]235.

Merrill, S.J., Sathananthan, S., 1986. Approximate
Michaelis]Menten kinetics displayed in a stochastic model
of cell-mediated cytotoxicity. Math. Biosci. 80, 223]238.

Ž .Merz, K.M., Jr., Le Grand, S.M. Eds. , 1994. The Protein
Folding Problem and Tertiary Structure Prediction.
Birkhauser, Boston.

Metchnikoff, E., 1893. Lectures on the Comparitive Pathology
of Inflamation. Kegan Paul, Trench, Trubner. Reprinted by¨
Dover, New York, 1968.

Michaelis, L., Menten, M., 1913. Die Kinetik der Intertin-
werkung. Biochem. Z. 49, 333]369.

Miller, R.G., Dunkley, M., 1974. Quantitative analysis of the
51Cr release cytotoxicity assay for cytotoxic lymphocytes.
Cell Immunol. 14, 284]302.

Minkin, C., Bannon, D.J., Jr., Pokress, S., Melnick, M., 1985.
Multiwell chamber chemotaxis assays: improved experi-
mental design and data analysis. J. Immunol. Methods 78,
307]321.

Mixter, P.F., Wu, S.V., Studnicka, G.M., Robinson, R.R., 1986.
A simple, computer-assisted assay to detect isotype-specific
regulation of human immunoglobulin synthesis. J. Im-
munol. Methods 91, 195]203.

Moss, V.A., Simpson, H.K., Roberts, J.A., 1979. A semi-auto-
matic method of measuring leucocyte movement. J. Im-
munol. Methods 27, 293]300.

Muller, R., 1980. Calculation of average antibody affinity in
anti-hapten sera from data obtained by competitive ra-
dioimmunoassay. J. Immunol. Methods 34, 345]352.

Munn, L.L., Glacken, M.W., McIntyre, B.W., Zygourakis, K.,
1993. Analysis of lymphocyte aggregation using digital image
analysis. J. Immunol. Methods 166, 11]25.

Niederer, W., 1974. The interpretation of paradoxical radioim-
munoassay standard curves. J. Immunol. Methods 5, 77]82.

Niks, M., Otto, M., Busova, B., Stefanovic, J., 1990. Quantifi-
cation of proliferative and suppressive responses of human
T lymphocytes following ConA stimulation. J. Immunol.
Methods 126, 263]271.

Novotny, J., Rashin, A.A., Bruccoleri, R.E., 1988. Criteria that
discriminate between native proteins and incorrectly folded
models. Proteins Struct. Funct. Genet. 4, 19]30.

O’Connor, T., Gosling, J.P., 1997. The dependence of radioim-
munoassay detection limits on antibody affinity. J. Im-
munol. Methods 208, 181]189.

Pachmann, K., Killander, D., 1976. Simultaneous quantisation



( )S.J. Merrill r Journal of Immunological Methods 216 1998 69]9290

of two antigens in mixture in individual cells by microim-
munofluorimetry. J. Immunol. Methods 12, 67]79.

Palenzuela, D.O., Benıtez, J., Rivero, J., Serrano, R., Ganzo,´ ´
O., 1997. Single point dilution method for the quantitative
analysis to the gag24 protein of HIV-1. J. Immunol. Meth-
ods 208, 43]48.

Pedersen, J.O., Hassing, L., Grunnet, N., Jersild, C., 1988.
Real-time scanning and image analysis. A fast method for
the determination of neutrophil orientation under agarose.
J. Immunol. Methods 109, 131]137.

Pellequer, J.L., Van Regenmortel, M.H., 1993. Measurement
of kinetic binding constants of viral antibodies using a new
biosensor technology. J. Immunol. Methods 166, 133]143.

Pesce, A.J., Michael, J.G., 1992. Artifacts and limitations of
enzyme immunoassay. J. Immunol. Methods 150, 111]119.

Perelson, A.S., 1988. Theoretical Immunology: The Proceed-
Žings of the Theoretical Immunology Workshop in two

.volumes , held June 1987, in Santa Fe, New Mexico, Ad-
dison-Wesley, Redwood City, CA.

Perelson, A.S., 1992. Mathematical approaches in im-
munology, In: Andersson, S.I., Anderson, A.E., Ottoson, U.
Ž .Eds. , Theory and Control of Dynamical Systems. World
Scientific, Singapore, pp. 200]230.

Piazza, A., 1979. Analysis of immunological data, In: Lefkovits,
Ž .I., Pernis, B. Eds. , Immunological Methods, vol. I.

Academic Press, New York, pp. 419]456.
Pick, E., Mizel, D., 1981. Rapid microassays for the measure-

ment of superoxide and hydrogen peroxide production by
macrophages in culture using an automatic enzyme im-
munoassay reader. J. Immunol. Methods 46, 211]226.

Porstmann, T., Porstmann, B., Micheel, B., Schmidt, E.H.,
Herzmann, H., 1984. Characterization by Scatchard plots of
monoclonal antibody enzyme conjugates directed against
alpha-1-foetoprotein. J. Immunol. Methods 66, 277]284.

Prikrylova, D., Jilek, M., Waniewski, J., 1992. Mathematical
Modeling of the Immune Response. CRC Press, Boca
Raton, FL.

Raghava, G.P., Joshi, A.K., Agrewala, J.N., 1992. Calculation
of antibody and antigen concentrations from ELISA data
using a graphical method. J. Immunol. Methods 153,
263]264.

Rapp, H.J., Borsos, T., 1970. Molecular Basis of Complement
Activation. Appleton-Century-Crofts, New York.

Reif, A.E., Robinson, C.M., 1975. ‘Sufficient’ absorption } a
quantitative method to replace ‘exhaustive’ absorption. J.
Immunol. Methods 8, 109]116.

Reiken, S.R., Van Wie, B.J., Sutisna, H., Kurdikar, D.L.,
Davis, W.C., 1994. Efficient optimization of ELISAs. J.
Immunol. Methods 177, 199]206.

Reizenstein, E., Hallander, H.O., Blackwelder, W.C., Kuhn, I.,
Ljungman, M., Mollby, R., 1995. Comparison of five calcu-
lation modes for antibody ELISA procedures using pertus-
sis serology as a model. J. Immunol. Methods 183, 279]290.

Repo, H., Leirisalo, M., Kosunen, T.U., 1981. Neutrophil
chemotaxis under agarose: a statistical analysis and com-
parison of the chemotactic response of cells from different
donors. J. Immunol. Methods 46, 227]242.

Revoltella, R., Hogue Angeletti, R., Pediconi, M., Bertolini,
L., 1974. Radioimmunoassay for the measurement of mass
and avidity of anti-nerve growth factor antibodies. J. Im-
munol. Methods 4, 67]82.

Rhodes, J.M., 1982. Measurement of chemotaxis in Boyden
chamber filter assays. Is the checkerboard correction valid?
J. Immunol. Methods 49, 235]236.

Richardson, M.D., Turner, A., Warnock, D.W., Llewellyn,
P.A., 1983. Computer-assisted rapid enzyme-linked im-

Ž .munosorbent assay ELISA in the serological diagnosis of
aspergillosis. J. Immunol. Methods 56, 201]207.

Rodgers, J.R., Shawar, S.M., Guenther, M.M., Rich, R.R.,
1992. Kinetics of killing by monoclonal cytotoxic T lympho-
cytes. I. Colorimetric detection of cryptic CTL determi-
nants on adherent target cells and survivorship analysis. J.
Immunol. Methods 152, 159]169.

Rogers, G.T., 1985. A short computer program for calculating
tissue distributions in tumour-bearing nude mice after
administration of radiolabelled specific and non-specific
antibodies. J. Immunol. Methods 85, 121]125.

Rolland, J.M., Dimitropoulos, K., Bishop, A., Hocking, G.R.,
Nairn, R.C., 1985. Fluorescence polarization assay by flow
cytometry. J. Immunol. Methods 76, 1]10.

Saad, A.H., Rutishauser, S.C., Williams, A.R., 1985. Computer
simulations and the use of radiolabelled sulphur colloid to
measure the efficiency of the mononuclear phagocyte sys-
tem. J. Immunol. Methods 83, 69]81.

Sabri, S., Richelme, F., Pierres, A., Benoliel, A.-M., Bongrand,
P., 1997. Interest of image processing in cell biology and
immunology. J. Immunol. Methods 208, 1]27.

Sainte-Laudy, J., 1987. Standardization of basophil degranula-
tion for pharmacological studies. J. Immunol. Methods 98,
279]282.

Scatchard, G., 1949. The attraction of proteins for small
molecules and ions. Ann. N. Y. Acad. Sci. 51, 660]672.

Sette, A., Adorini, L., Marubini, E., Doria, G., 1986. A micro-
Ž .computer program for probit analysis of interleukin-2 IL-2

titration data. J. Immunol. Methods 86, 265]277.
Sette, A., Adorini, L., Mancini, C., Marubini, E., Doria, G.,

1988. Computerized data analysis in cellular immunology.
Enhancement and suppression of immune responses. J.
Immunol. Methods 112, 91]98.

Setubal, J.C., Meidania, J., 1996. Introduction to Computatio-
nal Molecular Biology. PWS, Boston.

Sheeran, T.P., Jackson, F.R., Dawes, P.T., Collins, M., Shad-
forth, M.F., 1988. Measurement of natural killer cell cyto-
toxicity by area under a cytotoxic curve. A method suitable
for rheumatoid arthritis. J. Immunol. Methods 115, 95]98.

Schuurs, A.H.W.M., Delver, A., Van Wijngaarden, C.J., Ver-
bon, F.J., 1972. Statistically designed haemagglutination
inhibition tests. J. Immunol. Methods 1, 133]144.

Siev, D., 1997. Interpretation and estimation of relative po-
tency in vaccines. J. Immunol. Methods 208, 131]139.

Silverstein, A.M., 1989. A History of Immunology. Academic
Press, San Diego.

Siman, P., 1992. Computer program for planning and evaluat-
ing microplate experiments. J. Immunol. Methods 146, 1]8.



( )S.J. Merrill r Journal of Immunological Methods 216 1998 69]92 91

Sips, R., 1948. On the structure of a catalyst surface. J. Chem.
Phys. 16, 490]495.

Sittampalam, G.S., Smith, W.C., Miyakawa, T.W., Smith, D.R.,
McMorris, C., 1996. Application of experimental design
techniques to optimize a competitive ELISA. J. Immunol.
Methods 190, 151]161.

Slade, H.B., Lopatin, D.E., Schwartz, S.A., 1986. Measurement
of immunoglobulin concentration in cell culture supernates
by computer-assisted ELISA. J. Immunol. Methods 94,
169]179.

Slezak, T.R., Vanderlaan, M., Jensen, R.H., 1983. A com-
puter-based data analysis system for enzyme-linked im-
munosorbent assays. J. Immunol. Methods 65, 83]95.

Smith, M.E., Laudico, R., Papermaster, B.W., 1977. A rapid
quantitative assay for lymphotoxin. J. Immunol. Methods
14, 243]251.

Speed, T., Waterman, M.S., 1996. Genetic Mapping and DNA
Sequencing. Springer-Verlag, New York.

Stanley, E.R., Guilbert, L.J., 1981. Methods for the purifica-
tion, assay, characterization and target cell binding of a

Ž .colony stimulating factor CSF-1 . J. Immunol. Methods 42,
253]284.

Stein, S.F., Ware, J.H., Woods, R., 1977. Serum immuno-
globulins: methods for the determination of normal values
in international units. J. Immunol. Methods 16, 371]384.

Stemshorn, B.W., Buckley, D.J., Amour, G., Lin, C.S., Dun-
can, J.R., 1983. A computer-interfaced photometer and
systematic spacing of duplicates to control within-plate
enzyme-immunoassay variation. J. Immunol. Methods 61,
367]375.

Stevens, P.W., Kelso, D.M., 1995. Estimation of the protein-
binding capacity of microplate wells using sequential
ELISAs. J. Immunol. Methods 178, 59]70.

Steward, M.W., Steensgaard, J., 1983. Antibody Affinity: Ther-
modynamic Aspects and Biological Significance. CRC Press,
Boca Raton, Fl.

Stewart, G.A., Johns, P., 1976. Empirical and theoretical rela-
tionships between the sedimentation coefficient and molec-
ular weight of various proteins, with particular reference to
the immunoglobulins. J. Immunol. Methods 10, 219]229.

Stickle, D.F., Lauffenburger, D.A., Zigmond, S.H., 1984. Mea-
surement of chemoattractant concentration profiles and
diffusion coefficient in agarose. J. Immunol. Methods 70,
65]74.

Stone, A.A., Schwartz, J.E., Valdimarsdottir, H., Napoli, A.,
Neale, J.M., Cox, D.S., 1991. An alternative statistical treat-
ment for summarizing the central tendency of replicate
assay data. J. Immunol. Methods 136, 111]117.

Strijbosch, L.W., Buurman, W.A., Does, R.J., Zinken, P.H.,
Groenewegen, G., 1987. Limiting dilution assays. Experi-
mental design and statistical analysis. J. Immunol. Methods
97, 133]140.

Strike, P.W., Perry, D.E., Cullen, S.A., 1979. Observations on
the validation of immunochemical assays of monoclonal
immunoglobulins. J. Immunol. Methods 30, 297]307.

Sulzer, B., Perelson, A.S., 1997. Immunons revisited: binding
of multivalent antigens to B cells. Mol. Immunol. 34, 63]74.

Svirshchevskaya, E.V., Sidorov, I.A., Viskova, N.Y., Dozmorov,
I.M., 1993. Quantitative analysis of interleukin-2-induced
proliferation in the presence of inhibitors using a mathe-
matical model. J. Immunol. Methods 159, 17]27.

Taswell, C., 1984. Limiting dilution assays for the determina-
tion of immunocompetent cell frequencies. III. Validity
tests for the single-hit Poisson model. J. Immunol. Methods
72, 29]40.

Thiesen, H.-J., Casorati, G., Lauster, R., Wiles, M.V., 1990.
Application of polymerase chain reaction in molecular im-

Ž .munology, In: Lefkovits, I., Pernis, B. Eds. , Immunologi-
cal Methods, vol. 4. Academic Press, San Diego, pp. 35]60.

Thorn, R.M., Henney, C.S., 1976. Kinetic analysis of target
cell destruction by effector T cells. I. Delineation of
parameters related to the frequency and lytic efficiency of
killer cells. J Immunol. 117, 2213]2219.

Tremain, S.A., 1993. TITRECAL: an MS-DOS program for
automated calculation of antibody titres from ELISA data.
J. Immunol. Methods 166, 295]296.

Turner, S.R., 1979. ACDAS: an automated chemotaxis data
acquisition system. J. Immunol. Methods 28, 355]360.

Underwood, P.A., 1985. Theoretical considerations of the
ability of monoclonal antibodies to detect antigenic differ-
ences between closely related variants, with particular ref-
erence to heterospecific reactions. J. Immunol. Methods 85,
295]307.

Underwood, P.A., 1993. Problems and pitfalls with measure-
ment of antibody affinity using solid phase binding in the
ELISA. J. Immunol. Methods 164, 119]130.

Underwood, P.A., Bean, P.A., 1988. Hazards of the limiting-di-
lution method of cloning hybridomas. J. Immunol. Methods
107, 119]128.

Van Heyningen, V., Brock, D.J., Van Heyningen, S., 1983. A
simple method for ranking the affinities of monoclonal
antibodies. J. Immunol. Methods 62, 147]153.

Van Munster, P.J., Nadorp, J.H., Schuurman, H.J., 1978. Hu-
Ž .man antibodies to immunoglobulin A IgA . A radioim-

munological method for differentiation between anti-IgA
antibodies and IgA in the serum of IgA deficient individu-
als. J. Immunol. Methods 22, 233]245.

Ventura, M., Mollicone, R., Thobie, N., 1985. A simple com-
puter programme for standard curve tracing and calcula-
tions in RIA following sigmoid patterns. J. Immunol. Meth-
ods 78, 1]12.

von Krough, M., 1916. Colloidal chemistry and immunology. J.
Infect. Dis. 19, 452]477.

von Olleschik-Elbheim, L., el Baya, A., Schmidt, M.A., 1996.
Quantification of immunological membrane reactions em-
ploying a digital desk top scanner and standard graphics
software. J. Immunol. Methods 197, 181]186.

Waite, B.A., Chang, E.L., 1988. Antibody multivalency effects
in the direct binding model for vesicle immunolysis assays.
J. Immunol. Methods 115, 227]238.

Wallis, R.S., 1991. PROBIT: a computer program analysis. J.
Immunol. Methods 145, 267]268.

Watanuki, M., Haga, S., 1977. The statistical distribution of



( )S.J. Merrill r Journal of Immunological Methods 216 1998 69]9292

macrophage migration distance and its application to MIF
test. J. Immunol. Methods 15, 331]341.

Waterman, M.S., 1995. Introduction to Computational Bi-
ology: Maps, Sequences and Genomes. Chapman and Hall,
London.

Watson, J.V., Horsnell, T.S., Smith, P.J., 1988. Data compres-
sion: 8-dimensional flow cytometric data processing with
28K addressable computer memory. J. Immunol. Methods
113, 205]214.

Weese, J.L., McCoy, J.L., Dean, J.H., Ortaldo, J.R., Burk,
K.R., Herberman, R.B., 1978. Brief communication: techni-
cal modifications of the human agarose microdroplet
leukocyte migration inhibition assay. J. Immunol. Methods
24, 363]370.

Wei, R., Alving, C.R., Richards, R.L., Copeland, E.S., 1975.
Liposome spin immunoassay: a new sensitive method for
detecting lipid substances in aqueous media. J. Immunol.
Methods 9, 165]170.

Wells, H.G., 1925. Chemical Aspects of Immunity. The
Chemical Catalog, New York.

Wenger, J., Nowak, J.S., Kai, O., Franklin, R.M., 1982. Display
and analysis of cell size distributions with a Coulter Counter
interfaced to an Apple II microcomputer. J. Immunol.
Methods 54, 385]392.

Yalow, R.S., Berson, S.A., 1960. Immunoassay of endogenous
plasma insulin in man. J. Clin. Invest. 39, 1157]1175.

Yuryev, D.K., 1991. AFFINOGEN } a program for affinity
spectrum reconstruction. J. Immunol. Methods 139, 297.

Zeijlemaker, W.P., van Ders, R.H.J., de Goede, R.E.Y.,
Schellekens, P.Th.A., 1977. Cytotoxic activity of human
lymphocytes: quantitative analysis of T cell and K cell
cytotoxicity revealing enzyme-like kinetics. J. Immunol. 119,
1507]1514.

Zrein, M., De Marcillac, G., Van Regenmortel, M.H., 1986.
Quantisation of rheumatoid factors by enzyme immunoas-
say using biotinylated human IgG. J. Immunol. Methods 87,
229]237.


